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and regulatory obligations, and will meet Ausgrid’s risk appetite with respect to resiliency of OT systems 
. 

To achieve these objective, key technologies will be replaced following failure or at forecast end of life. 
This approach also achieves the greatest NPV for customers. The range of strategies to manage this 
type of infrastructure is specific to the utilities industry where the control system is required to operate 
24 hours a day, 7 days a week with an availability of 99.999% of the time. 

The core of the control system consists of the following key elements: 

• Infrastructure for operating the Advanced Distribution Management System (ADMS) and 
related applications ( ); 

• Infrastructure for managing the communications network ( ); 
• Infrastructure for managing emergency remote access for vendor support ( ); 
• Infrastructure for operating the offline test environment for testing ( ); 
• Workstations to access the control system ( );  
• Supporting infrastructure for Control Room Operations; and 
• Software applications for the control system functions, communication management and 

supporting functions. 

The recurrent replacement of these key components at end of life is the basis of this program. 

2.1. Problem/opportunity 

Electricity is an integral part of all modern economies, supporting a range of critical services including 
health care, transportation, communications, banking and gas and water utilities. The secure supply of 
electricity is therefore of paramount importance as reflected in the National Electricity Rules, Electricity 
Distribution Licence Conditions and Security of Critical Infrastructure Act. 

Digitalisation, emerging markets and increased business intelligence is rapidly transforming the energy 
system, bringing many benefits for businesses and consumers. One impact of this transformation is the 
requirement to integrate external systems with the control system in order to provide optimised use of 
distributed energy resources (DER) and greater benefit to customers. This increased connectivity (to 
the electricity grid, OT and information technology (IT) systems) and automation increases the likelihood 
of cyber-attacks and consequently cyber security risks. A successful attack could trigger the loss of 
control over devices and processes that control the electricity network. This will have the potential to 
cause physical damage and put at risk the safety of the community by way of service disruption or 
uncontrolled discharge of electricity. 

Our transformation into a Distributed Systems Operator (DSO) will result in further emerging challenges 
posed by connected devices, smart grids and Distributed Energy Resources (DER). Adopting 
innovative and secure technologies will be essential to realise the customer benefits presented by this 
opportunity. 

Our network is critical to the national economy. If Ausgrid’s ability to supply electricity safely and 
securely was destroyed, degraded or rendered unavailable for an extended period, it would significantly 
impact on the security, social or economic wellbeing of the State of New South Wales and Australia as 
it services the Sydney CBD and other critical infrastructure businesses which account for up to 30% of 
Australia’s gross domestic product (GDP)2.  

Figure 2 below shows the geography serviced by Ausgrid and indicates the number of consumers, 
business and organisations potentially impacted by a control system failure for our distribution network. 
 

 
2 NSW Government, ‘Sydney Facts’, (online, 25 February 2022), <https://invest.nsw.gov.au/why-nsw/sydney-facts>. 
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• Hardware replacement to manage end-of-life components ensuring appropriate 
vendor support availability, and 

• Maintenance of system architecture to meet current and future Industry Best Practice 
standards for Industrial Control Systems. 

2.5. Control System Core Refresh Program 
This program has been developed to maintain the control system environment including applications 
and systems SFAIRP. This approach will also continue to maintain and enhance Ausgrid’s control 
system resilience and maintain compliance with NSW Distributors Licence, specifically the Critical 
Infrastructure Licence Conditions, and broader Commonwealth Government legislation and guidelines. 

The Control System Core refresh program is recurrent expenditure to refresh the OT infrastructure 
supporting the core of the control system by replacing at end of life, including triggers of equipment 
failure or end of vendor support where software and firmware updates are no longer available to 
maintain critical security functionality. 
 
It has also been developed in the context of Ausgrid’s obligations to maintain the quality, reliability and 
security and maintain the safety of the distribution system through the supply of standard control 
services as required in the NER (6.5.7 (a) 3 & 4). 

Ausgrid’s control system environment consists of field devices, communications and control systems. 
These control systems are driven and managed by software that resides on hardware provided by a 
system of servers, operator workstations and network equipment such as routers, switches, firewalls 
and other associated supporting equipment that comprise the core control system. 

 
 

 

As required by critical infrastructure licence conditions, Ausgrid must use best industry practice for 
management of electricity network control systems and ensure that operation and control of its 
distribution system, including all associated infrastructure, can only be accessed, operated and 
controlled from within Australia. 

These core OT applications and systems that form the control system are integral to performing key 
network functions and ensuring the distribution of electricity to Ausgrid’s customers. The core control 
system infrastructure need to be continually updated to ensure they accommodate new technology 
developments, manage threats and vulnerabilities, hardware failures and vendor end of support. 

2.6. Investment objectives 
This program is designed to achieve the following specific objectives: 

• Maintain existing control system reliability, availability and capability, 
• Mitigate assessed, known and emerging failure modes to the OT environment, 
• Maintain compliance with existing regulatory obligations and security control obligations as the 

SOCI Act evolves, 
• Maintain control design and effectiveness of implemented OT architectural controls, 
• Develop the capability to securely integrate new technology into the network to drive efficiency 

in energy distribution over the long term, 

• Modernise the OT security functionality to keep pace with and facilitate the adoption of new 
capabilities and technology, 









Control System Core Refresh Program 

 
 
 

   17 
 
 

For Official use only 

- Reducing the proportion of ad-hoc 
replacement driven by equipment failures 

- A small proportion of additional disruption to 
business functions by increased proactive 
infrastructure replacement 

 

 

The principal difference between the thee options is the level of proactive replacement of infrastructure 
within the Control System environment prior to equipment failure or equipment and vendor end-of-
support periods. 

We did not include a “do nothing” option as this was not considered a credible option. Failure to maintain 
an operational electricity network control system would increase operational costs significantly and 
result in increased harm to the community from slower response times to hazardous network situations. 

3.2. OPTION 1: EXTENDED INFRASTRUCTURE LIFE 

3.2.1. Description 
This option involves extending the life of control system infrastructure beyond standard asset lives and 
allowing key components of the infrastructure to have no vendor support.  This will include increased 
reactive failures, including increased disruption to network operations and a heightened risk of cyber 
vulnerabilities resulting in a disruption to electricity supply. 

Reduced proactive investment in Ausgrid’s control system during the 2024-29 regulatory control period, 
with increased focus on replacement of system elements once failures have occurred. This would result 
in components of the control system falling outside of hardware, software and firmware vendor support 
during the 2024-29 regulatory control period. 

This will be non-compliant with the critical infrastructure clauses of the existing NSW Government 
Electricity Distribution Licence Conditions for Ausgrid and the requirements of the Critical Infrastructure 
Act. 

3.2.2. Option 1 Assumptions 
Option 1 has been estimated based on the following assumptions: 

1. Infrastructure will be replaced at a year beyond end of asset life driven by end of vendor support 
arrangements unless the asset fails. 

2. Failure rates are forecast to increase in line with similar critical IT/OT infrastructure. 
3. The reactive replacement of infrastructure will lead to an increase in reactive replacement unit 

costs due to the short-term response and replacement requirements when occurring outside of 
normal business hours. Failures have been assumed to be random across the day/night. 

4. The largest consequence from an intentional and educated breach of the OT environment will 
result in wide-spread power outages for 12 hours. 

5. A proliferation of an IT or OT breach is modelled in 30% of occasions based upon the increase 
in periods where key infrastructure will not have available patches for cyber vulnerabilities due 
to end of vendor support.  These periods are calculated based on an average of residual risk 
and unmitigated risk periods where any key OT infrastructure is lacking in vendor support and 
current patches for identified vulnerabilities. 

6. The costs have been estimated based on previous estimates and invoices for similar 
replacements with escalation to the current year of investment. Investments are largely 





Control System Core Refresh Program 

 
 
 

   19 
 
 

For Official use only 

 

3.3. OPTION 2: BALANCED RISK BASED REPLACEMENT 

3.3.1. Description 
This option involves routine investment in replacement of control system infrastructure at end of life, 
based on end of vendor support or asset failure, to maintain continuous vendor support for managing 
reliability, availability and remove known cyber vulnerabilities through system software or firmware 
updates. 

This option takes a balanced approach to proactive and reactive replacement avoiding excessive 
disruption to network operations from reactive replacements or accelerated replacement of core 
infrastructure in a proactive way. 

Ongoing and routine investment in Ausgrid’s control system environment in the 2025-29 regulatory 
control period will focus on: 

• maintaining vendor support for infrastructure, 

• replacement of critical components before end of life, 

• replacing equipment following failures, and 

• risk based proactive replacement based on vendor support and standard asset lives. 

This option takes an industry standard approach to maintenance of critical system infrastructure and 
maintains compliance with Ausgrid’s Electricity Distribution Licence Conditions. 

3.3.2. Option 2 Assumptions 
Option 2 has been estimated based on the following assumptions: 

1. Infrastructure will be replaced at end of asset life, driven through end of vendor support 
arrangements or where assets fail. 

2. The reactive replacement of infrastructure will lead to an increase in reactive replacement unit 
costs due to the short-term response and replacement requirements when occurring outside of 
normal business hours. Failures have been assumed to be random across the day/night. 

3. The largest consequence from an intentional and educated breach of the OT environment will 
result in wide-spread power outages for 12 hours. 

4. A proliferation of an IT or OT breach is modelled in 10% of occasions based upon the modelled 
outcomes for the OT infrastructure in a fully maintained state. 

5. The costs have been estimated based on previous estimates and invoices for similar 
replacements with escalation to the current year of investment. Investments are largely 
contracted services and materials with small internal labour components for coordination and 
testing. 

6. Costs have been supplemented with the variable component of indirect costs for NPV 
modelling. 

All investment is recurrent and associated with maintaining existing functions and capacity within the 
OT environment. 
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3.4. OPTION 3: INCREASED PROACTIVE REPLACEMENT 

3.4.1. Description 
This option involves accelerated routine investment in replacement of control system infrastructure 
before end of life. This approach will provide a year’s buffer between replacement and end of vendor 
support. This will reduce reactive replacements caused by asset failure and maintain comfortable and 
continuous vendor support for managing reliability, availability and removing known cyber vulnerabilities 
through system software or firmware updates. 

This option takes a conservative approach to trading off proactive and reactive replacement introducing 
some increased disruption to network operations from accelerated replacement of core infrastructure 
in a proactive way with mitigation of as much disruption as possible by scheduling work outside of 
normal business hours and peak periods at a marginal additional cost. 

Ongoing and routine investment in Ausgrid’s control system environment in the 2025-29 regulatory 
control period will focus on: 

• maintaining vendor support for infrastructure, leveraging latest features to avoid cyber risks, 

• replacement of critical components a year before end of life, 

• replacing equipment following failures, and 

• ensuring no assets approach or exceed their standard asset lives. 

This option takes an approach exceeding industry standards for maintenance of critical system 
infrastructure and maintains full compliance with Ausgrid’s Electricity Distribution Licence Conditions. 

3.4.2. Option 3 Assumptions 
Option 3 has been estimated based on the following assumptions: 

1. Infrastructure will be replaced at a year prior to end of asset life driven by end of vendor support 
arrangements, unless the assets fails sooner. 

2. The reactive replacement of infrastructure will lead to an increase in reactive replacement unit 
costs due to the short-term response and replacement requirements when occurring outside of 
normal business hours. Failures have been assumed to be random across the day/night. 

3. The largest consequence from an intentional and educated breach of the OT environment will 
result in wide-spread power outages for 12 hours. 

4. A proliferation of an IT or OT breach is modelled in 8.6% of occasions based upon the modelled 
outcomes for the OT infrastructure with a minor reduction in risk considering the latest features 
available in modern infrastructure that is in a fully maintained state. 

5. The costs have been estimated based on previous estimates and invoices for similar 
replacements with escalation to the current year of investment. Investments are largely 
contracted services and materials with small internal labour components for coordination and 
testing. 

6. Costs have been supplemented with the variable component of indirect costs for NPV 
modelling. 

All investment is recurrent and associated with maintaining existing functions and capacity within the 
OT environment. 
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05 Threats Ongoing reliance on the OT environment will increase as the use of DER increases 
and may further impact on the expected availability levels of the system. 

External threats will continue to increase as described in recent announcements 
from the Australian Cyber Security Centre (ACSC). 

 

4.5. Program dependencies 
A number of currently selected projects in the program require modern integrations to core Ausgrid IT 
and OT systems. A key program dependency is that these systems remain available to successfully 
complete the projects and leverage inherent functionality in these systems to avoid additional activities 
to replicate functionality in isolated systems. 

 

4.6. Business area impacts 
The projects within the Control System Core Refresh program are likely to have minimal impact to 
business operations and customer interactions if performed successfully. The impact on resources 
should be localised to skilled and capable resources within business technology areas. The majority of 
program and related expenditure will be focused within the OT area and with appropriate planning and 
prioritisation impacts should be minimal. 

Key partners will be required to support the majority of works and early engagement with procurement 
groups and partners will be key to minimising impact. 
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APPENDIX C – INDUSTRY BEST PRACTICE FOR OPERATIONAL TECHNOLOGY 

Purpose 
This appendix outlines the recent history regarding the cyber security uplift to Ausgrid’s Operational 
Technology (OT) domain, including a summary of obligations and background to the introduction of the 
Critical Infrastructure Licence Conditions, the Critical Infrastructure Act 2018 and associated 
implications to Ausgrid’s Operational Technology environment. This document also outlines Ausgrid’s 
interpretation of ‘best industry practice for electricity network control systems’ as referenced in Ausgrid’s 
Licence Conditions. 

Background 
The industrial control systems within the electrical network industry, known as OT, are defined as the 
application of information technology systems for the purpose of directly operating or managing devices 
on the electricity network, including the integration of remote devices (field and substation) with 
supervisory control and data acquisition (SCADA) systems using communications links to provide a 
platform that is used to monitor and operate the underlying asset. 

It includes any hardware or software which detects or causes a change to network operation through 
the direct monitoring and/or control of physical devices, processes and events in the distribution system. 
This is often referred to as the ‘cranking path’ by practitioners in determining what action could related 
to a change in the configured electricity network state. 

Historically, industrial control systems utilised specialised, bespoke hardware and dedicated 
communication channels. However, in the last 25 years, SCADA systems have moved away from 
bespoke hardware to utilising similar or identical Information Technology (IT) platforms.  These 
platforms provide improved functionality, flexibility and redundancy for lower cost, however, require 
different skills and capability to manage.  Importantly these systems share some security vulnerabilities 
that can affect corporate IT systems that bespoke industrial systems were not exposed to historically. 
Management of these security vulnerabilities in the OT environment is a fast-evolving area and has 
become a significant focus of utilities and governments around the world. 

Challenges of OT/IT Convergence 
The term OT/IT convergence reflects patterns of similarity between the two environments. There are 
two common industry trends that are reflective of OT/IT convergence but are quite different in their 
impacts on cyber security. The first is the use of IT hardware systems within the OT environment. As 
systems rely on more commonplace technologies, we witness OT hardware being similar to that which 
is employed in the IT space. The systems might appear the same but have quite different purpose and 
function. The second trend is business enablement which sees the controlled interaction between OT 
and IT systems to support operational activities and business insight.  

Whilst the benefits of this convergence exist, there remain a number of important differences in the 
architecture, configuration and purpose between the two domains.  Traditional IT security objectives 
(heavily influenced by the banking and financial sectors) typically follow the priorities of confidentiality, 
integrity and availability.  In the case of control systems, and particularly electricity networks, the 
consequences of a security breach are very different and therefore the priorities are different.  

The combined importance of safety, availability and integrity within an OT system mean that nothing 
must be done on the active control system network that would interfere or disrupt the time-critical 
operations of the system where there are potentially adverse safety outcomes. In the control systems 
environment, the security objectives of the IT world are replaced by human health and safety, availability 
of the system, and timeliness and integrity of the data. 

Table 1 illustrates the key differences in the priority of various system objectives and the key 
consequences from the loss of system function from a cyber security intrusion. This is exaggerated by 
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A key change at this point in time was the introduction of additional ‘Critical Infrastructure Licence 
Conditions’ (Conditions 9, 10 and 11). These requirements describe the significance of infrastructure 
being managed by Ausgrid, as described in the excerpt below: 

 

The Critical Infrastructure Licence Conditions included in the schedule of Licence Conditions were 
developed by NSW Government and Commonwealth agencies. This review included Foreign 
Investment Review of the Licence Condition provisions.  The licence conditions require a: 

• Substantial presence must be held in Australia and prevent operation or control of the control 
systems or the supporting ICT from outside of Australia (Condition 9); and 

• Data Security must be maintained that prevents access to operational technology, ICT or bulk 
load and customer information from outside of Australia or from unauthorised persons 
(Condition 10). 

Condition 9 contains clear requirements for Ausgrid to use industry best practice.  As industry best 
practices are evolving, Ausgrid interprets best industry practice in a manner consistent with industry 
participants, such as the Australian Energy Market Operator (AEMO). This includes adoption of a 
hierarchy of industry standards, guidelines and advice as outlined in Table 2 – Hierarchy of reference 
material representing industry best practice, and the best practice reference list attached in Appendix 
1. 

Condition 9 also recognised that compliance with the requirements involved a significant uplift in the 
Cyber Security capabilities of the OT domain. This condition allowed for a ministerially approved 
implementation plan that provided a 12 month program of works to uplift the OT infrastructure, 
capability, policies and procedures. Ausgrid’s implementation plan focused on key areas including: 

• Control System Isolation and Segregation; 

• Control System Distribution Network Management System Improvements; 

• Control System Security Architecture; and  

• Security Information and Event Management (SIEM). 

The implementation plan required an investment of around $10m in 2017 to achieve the required uplift 
in the infrastructure, capability, policies and procedures in the OT domain. 

In the last regulatory period, Ausgrid has continued to uplift the maturity of OT security to further align 
with Licence Conditions requirement to use best industry practice. An annual plan is developed to 
maintain compliance in line with the evolving frontier of industry best practice. Ausgrid consults with 
industry participants and bodies continuously and incorporates feedback into each annual planning 
cycle. 

Ausgrid’s Critical Infrastructure Licence Conditions were revised and re-issued in December 2017 
following the first IPART audit against the conditions in 2017, and subsequent detailed engagement 
with IPART, the NSW Minister for Industry, Resources and Energy, and relevant Commonwealth 
agencies. 

The key revisions to the Critical Infrastructure Licence Conditions were: 

• Introduction of the Remote Access Protocol; and 

• Adjustment of Data Security requirements and definitions. 

CRITICAL INFRASTRUCTURE LICENCE CONDITIONS 
… the assets which the Licence Holder operates may constitute “critical infrastructure” being those physical 
facilities, supply chains, information technologies and communication networks which, if destroyed, degraded 
or rendered unavailable for an extended period, would significantly impact on the security, social or economic 
wellbeing of the State of New South Wales … These licence conditions will be reviewed by the Minister from 
time to time (and where necessary) in consultation with responsible Ministers of the Commonwealth ... 
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The Remote Access Protocol was originally developed and agreed between the Commonwealth 
Representative and Ausgrid and was based on the CERT – ICS Remote Access Protocol6.  Ausgrid 
Specific adaptions have been identified and agreed in the ‘Ausgrid Industrial Control System Remote 
Access Protocol Agreement’ agreed in June 2022. 

The CERT – ICS Remote Access Protocol was developed to allow specific external parties (vendors) 
to securely remotely connect to critical infrastructure control networks. This includes design principles 
for the technology to enable secure remote access, implementation principles to provide guidance on 
approaches for satisfying the design principles and the specified protocol, or procedure, for remote 
access. 

Further work has been undertaken between Ausgrid and the Commonwealth agencies to refine the 
required Remote Access Protocol for Ausgrid and significant work has been undertaken to commence 
deployment of this capability. 

Critical Infrastructure Act 2018 and Amendments in 2021 and 2022 
The Security of Critical Infrastructure Act 2018 commenced in July 2018, to provide a framework for 
managing risks to national security relating to critical infrastructure through: 

• improving the transparency of the ownership and operational control of critical infrastructure in 
Australia in order to better understand those risks; and 

• facilitating cooperation and collaboration between all levels of government, and regulators, owners 
and operators of critical infrastructure, in order to identify and manage those risks. 

A critical Infrastructure asset is defined to include critical electricity assets, which are defined broadly 
to include a network, system, or interconnector, for the transmission or distribution of electricity. 
Ausgrid’s distribution system is a critical electricity asset and its entire network is captured by the 
definition within the Act. 

The act includes powers of direction and information provision. 

The Critical Infrastructure Centre has been formed to administer the Act and carry out the following 
high-level activities: 

• Conduct national security risk assessments to support the Foreign Investment Review Board; 
• Develop and implement targeted mitigations in concert with industry, states and territories; and 
• Develop improved best practice guides for industry. 
 
Ausgrid has closely engaged with the Critical Infrastructure Centre during the development of the Act, 
the 2017 revision to the Ministerial Distributor’s Licence Conditions and the ADMS project. All of these 
engagements have informed and refined Ausgrid’s understanding of what constitutes industry best 
practice for electricity network control systems. 

This engagement has continued with the energy sector co-design working groups and the proposed 
Security Legislation Amendment (Critical Infrastructure) Bill 2021. The aim of the Bill is to provide a 
framework for managing risks to national security relating to critical infrastructure. On advice from the 
Parliamentary Joint Committee on Intelligence and Security (PJCIS) in September 2021, this bill was 
broken into two complimentary smaller bills to pass in sequence. The first bill aims to support Govt 
involvement and intervention in the event of a major cyber incident affecting critical infrastructure. The 
second is responsible for guiding the security and resilience uplift among identified operators of critical 
infrastructure and national significance. 

During Energy Sector co-design working groups for the Critical Infrastructure Bill (2021), the use of 
Australian Energy Sector Cyber Security Framework (AESCSF) or other equivalent standard to drive 
the intended risk management framework was well supported by the Energy Sector participants. While 
not accurately reflected in the first Bill and associated rules, Commonwealth agencies have indicated 
that there is an appetite to introduce requirements for Critical Infrastructure Operators to comply with 
AESCSF SP-2 and SP-3 requirements at a future time likely inside the 2025-29 regulatory period. It is 
expected this will be in the form of the rules associated with this second bill. 

 
6 https://www.cert.gov.au/sites/g/files/net3281/f/remote access protocol.pdf 
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IEC62443 standard, Ausgrid will continue to monitor and update this reference list during the 
periodic review of policy, procedures and standards.  
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